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Abstract
In this paper, it is discussed that the absolute stability for zero solution of the

discrete type Lurie control system

x(ﬂ+1)=Ax(ﬂ)+bI[0(ﬂ)]}

a(n)=cTx(n) (1)

in which the nonlinear function f(a) satisfving conditions as follows
f(0)=0, of(c)>0 (o#0) (2)
or F(0)=0, 0O<h,f (o) oKh, <40 (o#0) (3)

It gives the necessary and sufficient conditions for the absolute siability for
system (1) under conditions (2). We also obtain the sufficient criteria for absolute

stability of the simplified system of (1) under conditions (3).

Key Waords discrete type, absolute stability, necessary and sufficient

condition, Lurie problem

I. Introduction

More than forty years ago, the Pro-Soviet Union author, A. 1. Lurie proposed the Lurie
control system and Lurie problem!!, which have general significance in the nonlinear control
theory and control engineering, by investigating the stability of automatic operating instrument
of aircraft. Since that time, many authors have extensively studied Lurie control systems to
describe in various forms and obtained a lot of results for absolute stability® “*. Unfortunately,
it was only obtained the sufficient criteria for absolute stability of Lurie control system or
necessary and sufficient conditions for some special classes®™®. Up to now, there is not a
complete and constructive result for Lurie control systems to describe in various forms.

In Refs. [9— 11], the absolute stability of zero solution is investigated for the discrete type
Lurie control systems as follows

x(n+1)=Ax(n)+bf(o(n)] } .
1.1
o(n)=c"x(n)
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where  matrix A= (8y;) m,n€ER™* ™, vectors x, b, cER™  nonlinear  function f(q)

satisfying conditions as follows
f(0)=0, af(s)>0  (0%0) (1.2)
or 10)=0, o<hi<f (0) fo<hel oo, (0#0) (1.3)

in [9]. Liao Xiaoxin obtained the necessary and sufficient conditions and some sufficient
algebraical criteria for the absolute stability of zero solution of system (1.1) under conditions
(1.2) (called infinite sector condition) or conditions (1.3) (called finite sector condition). The
criteria are avatlable under finite sector condition. but they are unavailabe under infinite
condition except some special cases. So are results in [10. 11].

In this paper. firstly, we establish the dimension reducing principle. By using the principle,
we obtain the explicitly necessary and sufficient condition for the absolute stability of system
(1.1) under infinite sector condition. we also give some sufficient algebraical criteria for system
(1.1} under finite sector condition.

II. Necessary and Sufficient Conditions for Absolute Stability of System (1.1)
under Infinite Sector Condition

We establish the dimension reducing principle firstly. Simitar to [12]. we obtain the
Lemma as follow

Lemma 1 I Rank[e¢, ATc.... . (A™"')Tc]=m), then there exists a nonsingular

linear transformation x= My, such that system (1.1) can be transformed into

y(n+1)=Ay(n)+5f(o(n))
} (2.1)
a(n)=e"y(n)

el b el

'22:

where

AnERmxm A, €Rmixm: by &, yE€Rm b, y,€ERm, mi+m;=m, and
'{ank[(.'l, ZT|E]."', (Zr:l—l)rél]:ﬂll

Theorem 1 If 4 is Schur stable, namely spectral radius R(A4)< 1. then the absolute

stubility of zero solution of system (1.1) is equivalent to that of subsystem of (2.1)

yl(n+l)=Z”y.(n)+5|fl~'(n))}

a (n)y=¢Ty (n)

Proof Because the transtormation x=My s nonsingular. the absolute stability of
system (L 1) as equivalent to that of system (2.1). It is obvious that the absolute stubility of
sero solution of system (2.1) implies that of system (2.2). Similar to the proofts ¢r D50 Lo s
casy to prove that if zero solution of syvstem (2.2) is absolute stable. then zero solution of
system (2 1) is absolute stable. that s, zero solution of system (1.1) is ab-olute stable. The
proof s complete.

Lemma 1 and Theorem 1 construct the reducing dimensior principle. Tt is obvious that
the reducing dimension principic s true under Mite sector condition. Contrasting with Rl

[11] the principle in this paper s eaplicit and more convenient for application
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For the m, dimensional system (2.2), due to Rank({z,, 4T.&, -, (Zﬂ'—l)rcl]=ml .
there exists a nonsingular transformation"?, 2z =N"'y;, such that system (2.2) can be
changed into the form

2|(n+1)=azl(n)+ﬂf(0) } ( 3)
2.
v=eTz,(n)

in which
I am—-1 - a @ eTAm1
0 1 e ay ay ||eTAm™2
N-l= ., .
0 0 - 1 am-1| eT4,,
0 0 - 0 1 o7
0 0 0 —a,
1 0 0 —a
a=N"Z“N= 0 1 0 —Qy
o 0 -« 1 —-am-1

B=N"'8,=(Bo,B1,Ps» +Bmy—1)7, e=2TN=1(0,0,0,--,0,1)7

a;(i=0,1,2,--,m—1) are the coefficients of the characteristic polynomial of the matrix 4,

namely

det(AI—'Z“) =/1"'l+aml_1,{m1—1+...+ao

where / is a mi-th order identity matrix.
Lemma 2 Under infinite sector condition, the necessary condition for absolute stability
of systm (2.3) is
Bi=0 (i=0,1,---,m—1)
that is, the necessary condition for the absolute stability of the zero solution of system (2.2) is

6] =0,
Proof For system (2.3), let flo)=ko, in which 820 is arbitrary. Let

0 0 0 —an+kﬂo

10 0 —a1+ kg,
F(k)=a+kBe™ = 0 1 - 0 —ay+kp,

0 0 - 1 —am—14+kBm—-1

If the zero solution of system (2.3) is absolute stable, for arbitrary givenlinear function f{ag)
= ko (k>0) satisfying condition (1.2), the zero solution of system (2.3) is globally
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asymptotically stable. Thus F(&)is Schur stable for arbitrary given R>0.
The characteristic equation of F(k)is

det[A] —F (k) ]1=Am+ (am~1—kBm—1) Am—14 .4 (@, —kfo) =0 (2.4)

For l.q. (2.4), characteristic roots A, satisfy [A(|<1(i=1,2,:-,m1), According to the
relation between the roots and the coefficients of Eq. (2.4), we have

Yo Ah=—(am—-1—kPm~1)

my

Yo Ady=am-2—kfm -2
ij=1
(i<y)

mi
1A= (—1)m(a,—kB,)
i=1
Therefore (.—&f) (i=0, 1. **~, m,— 1) are bounded. Because of arbitrarity of l: we get f3,
=0(i=0,1,2, -, m—1). Forthmore we know 8;=0 from the relation between system (2.2)
and (2.3). The proof is complete.
From the proceeding in the proof of Lemma 2, we know that if the zero solution of
system (l.1) is absolute stable, then by a nonsigilar transformation, system (1.1) can be
changed into.the form

Yi(n+1) Adn 0 S yi(m) v
[Uz("'*‘l)]:[zzl Azz][ Y2(n) ]+[61Jf(a)

Yi(n) (2.5)
o=[eT, 0][y " ]

Using the same method in the proof of Theorem 1, we can prove that if A4,,, A,, are
Schur stable, the absolute stability of zero solution of systems (2.5) is equivalent to
asymptotical stability of the zero solution of the linear system

yi(n+1)=A4y (n) (2.6)
According to the above discussing, we get the result.

Theorem 2 If 4 is Schur stable, under infinite sector condition, the necessary and
sufficient condition is that there exists a nonsigular transformation x=7y, such that system
(1.1) can be changed into system (2.5).

Now, we give a result to be convenient for application.

Theorem 3 If A is Schur stable, under infinite sector condition, the necessary and
sufficient condition for absolute stability of zero solution of system (1.1) is

cTAb=0 (§=0,1,2,-,m—1)
Proof Necessary Because the zero solution of systems (1.1) is absolutely stable, so is

that of systems (2.2) and (2.3). It implies By=0(i=0,1,+--,m —1),ie. B=0, b)=Np=0 .
According to the theory of matrix,
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cTAb=eA'b=cTA! b5,= (i=0,1,2,-,m—1)
Sullicten The absolute stability of system (1.1) is equivalent to that of (2.1). Since
cTAb=eTA'b=02TA!,5,=0 (i=0,1,,m—1)
[cl’ Z{zclv ) ( m'—l)rcl]rbl=0
and
Rank[e,, 4T,2,,--, (AT 1)Te,1=m
namely.

det[e,, A},z), -, (AWM HTg )0

we can get b, =0. So the system (2.1) has the form of (2.5). Due to Theorem 2, Theorem 3
is true. The proof is finished.

Because the system (1.1) has special structure when its zero solution is absolutely stable
under infinite sector condition. it is difficult to obtain available criteria for absolute stability by
constructing Liapunov function. In the procedure to prove above thearems. we also prove that
the Aizerman conjecture [2] is true under this specific case. namely, the absolute stability of
zero solution of (1.1) is equivalent to the globally asymptotical stability of zero solution of its
linearized system x(n+4 3= (.44+kbcT)x(n)(k>u) being arbitrary. For continuous type
Lurie control system [5]. it ¢Tb==1t,, ¢T A4b=0 . then the criteria in {5] is unavailable, which is
pointed out by [14] when 4 being identity matrix and cTb=0. but the problem can be solved
by using the mothod in this paper.

III. The Absolute Stability of Zero Solution of System (1.1) under Finite Sector
Condition

Without loss of generality, suppose b, ¢ (or. interchanging the situation of equation and
variable). If ¢Tb=". we construct the transformation as follows

x(‘)
[ ]'=Lx (3.1)
a
where  xM=colrx{', xi'', .-, x :v::—l)
bm 0 ‘e 0 —bl
0 bm - 0 —b,
and L:
] 0 ree bm —b._;
C Cz e C'_l Cm

By the transformation (3.1). the system (1.1) can be changed into

x"(n41)=Bx"(n)+ho(n) } 5.2)
3.2
o(n+1)=gTx" 1 (n)+ po(n) —Pf[u(n)]

in which

h=col(h,, -,ha_1), g=col(g\, -1 gm-1)
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B A

L,

]:LAL"-A=A(", B=(biim 1 rim
a’ b

System (3.2) is called the simplified system of system (1.1). The simplified system has
many advantages: 1 the transformation (3.1) is simple. 2 therc doesn't exist restriction for
the system (1.1) except ¢Th#0 . 3 there don't exist extra variables and the coefficient
column matrix of the nonlinear term is the simplest.

Similar to theorem 4 in [9]. it is not difficult to obtain the result.

Theorem 4 If there exist constant numbers ¢ >0(i=1,2,---,m) such that

m.|
t
max {}:——:: lbul+——t:' lg¢l <1
=1

Icf<m~-1

m

P & [hjl+max | p—Pk|<ul

=1 m =Ry R3

hold. then the zero solution of system (1.1) is absolutely stable.

Theorem 5 For system (3.2). if by>»), h=0, gi=0 . then the necessary and
sufficient condition for absolute stability of zero solution of (3.2) is that leading principal
minors of the matrix I —A4®) are positive.

Proof ANecessary  Let f(o)=ko(k<<kk,), the linearized system of system (3.2)

xtn41) B h xyn)
[ - I, ] (3.9
agin+1) g’ p—Prk a(n)
15 Schur Stable. By Theorem 9.16 in [13]. we know that the leading principal minors are

positive.

Sutficient  Duc to the given conditions, there exists vector i=col(t\,  -.tm) (£t:>0,
i=1,2, -=-em) such that A% t<t . namely. satisfying the conditions of Theorem 4.
theretfore the Theorem S s true.

I am grateful to professor Shu Zhongzhou for his disection, professor Hong Jingfeng for
his helpful and professor Li Li for many suggestions and useful discussions.
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